Stochastic formulation of ecological models and their applications
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The increasing use of computer simulation by theoretical ecologists started a move away from models formulated at the population level towards individual-based models. However, many of the models studied at the individual level are not analysed mathematically and remain defined in terms of a computer algorithm. This is not surprising, given that they are intrinsically stochastic and require tools and techniques for their study that may be unfamiliar to ecologists. Here, we argue that the construction of ecological models at the individual level and their subsequent analysis is, in many cases, straightforward and leads to important insights. We discuss recent work that highlights the importance of stochastic effects for parameter ranges and systems where it was previously thought that such effects would be negligible.

Why should ecological models be individual based and stochastic?

Ecology was the first area of biology where quantitative models were constructed, and it is still one of the most mathematically well developed of the biological sciences. Early models were formulated at the population level, frequently as differential equations, because these were the only tools available at the time (Box 1). The advent of electronic computers led to a huge increase in the variety and complexity of models that can be studied, most naturally formulated at the individual rather than the population level. This is clearly a better starting point for building ecological models as it explicitly recognises the discreteness of the population and the stochastic nature of the dynamics. As such, these types of model can capture a larger range of phenomena than can basic population-level models (PLMs; see Glossary). The main drawback of such an approach is that the results are frequently numerical in nature, making any theoretical understanding difficult.

In this review, we highlight the recent trend whereby ecological models are formulated as stochastic Markov processes so they can be studied analytically as well as numerically [1–5]. We refer to these as individual-based models (IBMs). This is to be contrasted with what we term ‘agent-based models’, which although based on individuals, are often defined in terms of algorithms, thus precluding any analysis. These two approaches, along with PLMs, are summarised in Box 1.

---

Glossary

Discrete: the procedure whereby one replaces a continuous variable, such as the fraction of the population that consists of a particular type in a PLM, by a discrete variable, such as the number of individuals of that type.

Individual-based model (IBM) or individual-level model (ILM): a model in which the basic entities are individuals. This description in terms of discrete variables is in contrast to PLMs, where the description is in terms of continuous population densities. The former are sometimes referred to as a microscopic description and the latter as a macroscopic description.

Limit cycle: a periodic cycling in the macroscopic dynamics. Limit cycles are deterministic in that they remain in phase, as contrasted with quasi-cycles, which are phase forgetting.

Macroscopic: description of a system on a large scale, so that the detailed (microscopic) structure is not observable. In ecology, this will typically be a description at the population level involving population densities, rather than individuals.

Markov process: a stochastic process where the probability of making a transition to a new state only depends on the current state of the system, and not on its past history.

Master equation: the equation for a continuous-time Markov process that specifies how the probability of the system being in a given state changes with time. More specifically, it gives an expression for $\frac{\partial p(x,t)}{\partial t}$ in terms of transitions into the state $x$ minus transitions out of this state.

Microscopic: description of a system at a small scale in terms of the entities making up the system. In ecology, this will typically be a description at the individual level. The processes via which the population of individuals evolves will then be probabilistic.

Phenomenological: refers to the process of constructing a model. Such a model does not have a microscopic basis, but is simply postulated in a consistent manner using observed phenomena and general principles.

Power spectrum (or power spectral density): a real positive function of the frequencies that appear in a time series. If all frequencies are equally represented (white noise) then it is a constant (i.e. flat), whereas if the signal is sinusoidal (i.e. only one frequency, $\omega_0$, is present) then it is a spike at $\omega_0$. For a stochastic or noisy sinusoidal signal, where the typical frequency is $\omega_0$, but where there is a range of frequencies within a band $\omega_0 \pm \Delta\omega$, the power spectrum will have a peak at $\omega_0$ and a width of the order of $\Delta\omega$.

Quasi-cycles: a stochastic phenomenon where demographic noise resulting from the individual nature of the population excites the system, giving rise to noisy cycling in the dynamics. In general, the power spectrum of these will be peaked with a finite width, indicating a range of excited frequencies.

Resonance: the tendency of a system to oscillate at greater amplitude at some frequencies rather than at others. If the system is subject to external forces at these frequencies, large amplitude oscillations will be produced.

Stability matrix: a matrix of partial derivatives (the Jacobian) evaluated at a fixed point of a set of differential equations. If all its eigenvalues have a negative real part, then the fixed point is stable.

State variables: for an IBM, these are the number of different types of individual at a given time: $n_i$ individuals of type $i$, where $i=1,2,\ldots$. This is frequently written as a vector $n = (n_1, n_2, \ldots)$. The $i$ could label species, locations in space, age, or any other trait or attribute. For a PLM, the state variables are continuous and denoted as $x_i$ with the entire state written as $x = (x_1, x_2, \ldots)$.

Stochastic process: a process where the rule for making a transition to a new state of the system at time $t+1$ (or $\Delta t$, if time is continuous) from the current state at time $t$ is a stochastic (i.e. random) variable. So, unlike a deterministic process, only the probability of being in a given state $n$ at time $t$ can be specified. This is denoted by $P(n|t)$.

Stochastic simulation algorithm (SSA) or the Gillespie algorithm: a Monte Carlo scheme for the simulation of a stochastic Markov chain. This scheme is exact; the algorithm is derived from the same assumptions as the master equation.
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We first review what constitutes an IBM; we look at the construction of IBMs and discuss setting up the (stochastic) dynamics of the system. This is illustrated using several different types of ecological model. The fundamental equation governing the dynamics of the stochastic process is the so-called ‘master equation’, which is simply a continuous time version of a Markov chain. However, when the IBM is viewed in this way, powerful techniques can be used to analyse the master equation, leading to quantitative predictions for several interesting ecological problems.

We emphasise the importance of deriving PLMs from IBMs, and discuss a variety of examples drawn from the literature. We show how the concrete predictions that can be obtained from IBMs using these tools can elucidate well-known, but poorly characterised, phenomena. There are many empirical studies that have attributed their findings to stochastic effects [6–11], making it an important long-term goal to develop a sound theoretical understanding of such effects. One of the major points to emerge from this line of research is the importance of stochastic effects in large populations, not just small ones, as has been traditionally assumed in the study of extinction effects.

Creating stochastic models

Beginning with IBMs, and deducing PLMs from them, is the approach taken in many of the physical sciences. In chemistry, for example, reaction kinetics at the molecular level yield rate equations at the macroscale and, in physics, statistical mechanical models at the microscopic level lead to a thermodynamical description at the macroscale. In ecological IBMs, random events (e.g. birth, death and predation) at the level of individuals (the microscale) give rise to macroscopic dynamics for large populations of individuals.

In the limit of an infinite population, these dynamics become deterministic and can be described by a set of ordinary differential equations: a PLM. As we discuss later, when the population is large but still finite, these dynamics are often still strongly stochastic. Before we do this, we first discuss the construction of IBMs and some methods of analysis.

Suppose that one wishes to describe an ecological system that contains $m$ different species, and the only way that individuals will be labelled is as belonging to a given species. If the population size is assumed to be finite, equal to $N$, then the state of the system is given by a vector of integers $n = (n_1, \ldots, n_m)$, where $n_i$ is the number of individuals of species $i$ at that time. This could also be the number of individuals of species $i$ per unit area, or some other measure.

Given that the basic idea of model specification can be illustrated on a system with just one species, we focus on a system with $n$ identical individuals of type A. Suppose also that the only processes are death and (asexual) birth. We represent these as Equations 1 and 2, respectively:

$$\begin{align*}
A + E & \rightarrow E, \quad [1] \\
A + E & \rightarrow A + A \quad [2]
\end{align*}$$

Equation 1 indicates that an individual of type A dies at a rate $d$ to give a vacancy ($E$ for ‘empty’); Equation 2 shows that if there is a vacancy, another individual of the same type is born at a rate $b$. The rate at which the number of individuals reduces from $n$ to $(n–1)$ is then $T(n – 1 | n) = dn$ and the rate at which it increases from $n$ to $(n+1)$ is shown in Equation 3:

$$T(n + 1 | n) = bn\left(1 - \frac{n}{N}\right) \quad [3]$$

This last result assumes a well-mixed population and is proportional to the probability of an individual and a vacancy existing in the system. These are the fundamental ingredients that underpin the dynamics. We should
emphasise that these rates depend on \( N \) and thus do the dynamics of the model. This is not true of a PLM. Several examples of IBMs of increasing complexity are given in Box 2.

**Analysis of stochastic models**

Once a model has been specified, the complete stochastic dynamics are encoded analytically by the master equation, or individual realisations can be obtained by Monte Carlo simulation, which outputs a stochastic time series. These are the two main ways of investigating and solving these models (i.e. obtaining a complete description of the dynamics).

The stochastic simulation algorithm (SSA) developed by Gillespie provides a method for the exact simulation of a master equation [12]. This type of simulation is the usual way of investigating these models, mainly because of its simplicity to program, but an important point is that the SSA and master equation are both derived from the same underlying Markovian assumptions, so that there is an exact correspondence between the two. Thus, any model that can be simulated in this way can be written as a master equation and vice versa. Of course, there are the usual drawbacks to just using simulations to investigate a model, such as the costs in terms of computing power and time, the numerical nature of the results and the difficulty in investigating rare events [13,14].

In general, simulations provide individual realisations of a stochastic process. The master equation (also known as Kolmogorov's forward equation) describes analytically the temporal evolution of the probability density of being in a particular state \( n \), thus encoding the full stochastic dynamics [12,15]. If it could be solved (for the probability density), then one would have a complete description of the properties and the dynamics of the stochastic system [4,16]. One calculation that is straightforward and can always be carried out is to determine the macroscopic behaviour from the master equation, which is the \( N \to \infty \) limit, as discussed in Box 3, and which yields the PLM corresponding to the original IBM.

The master equation cannot be solved analytically for most cases of interest, and so several approximation methods have been developed [17]. These can be extended if the system involves a network [18–21]. If the population and the number of degrees of freedom are small, then it can be solved numerically [22]. Epidemic models with household structure are another interesting example where a master equation is used to describe the spread of infection within a household, but situated within an infinite population of such households, which allows the derivation of several population-level results [23,24]. Other ecological systems have this kind of hierarchical structure (e.g. involving collections of local populations) for which similar techniques might be applicable.

We cannot discuss all these methods in this review, so we concentrate on techniques that set up an expansion of the master equation in increasing powers of \( 1/N \), where \( N \) is, for example, the total population. If \( N \) is large, which is typical in ecological systems, then solutions of the master equation can be approximated by just two terms, which correspond to a deterministic part plus a stochastic correction that describes the effects of demographic stochasticity. This approximation is well known in the literature, and goes under several names: the van Kampen system size expansion [15], the Gaussian or diffusion approximation, or Kurtz’s theorem [25,26]. The method is discussed in more detail in Box 3, but essentially consists of approximating the probability density in the master equation with a Gaussian distribution. The power of this technique is that, starting from the master equation, it provides a very general method of deriving equations describing the macroscopic stochastic dynamics.

**Population level descriptions follow from individual level descriptions**

In an individual-based formulation, it is always the case that a finite population of \( N \) individuals is dealt with, which evolves via several random processes (e.g. birth, death and predation). For small \( N \), the dynamics will be random. When the population becomes large, the dynamics will start to become deterministic (non-random). One way of investigating this behaviour is just to simulate large systems and average the results. Far more insight can be found by analytically deriving the corresponding PLM (a set of differential equations) from the IBM in the limit of infinite \( N \) (Boxes 1 and 3).

This methodology clearly has several advantages. First, the predictions of the IBM and PLM can be compared exactly; thus, it is possible to see under what conditions a PLM will be a valid description of a given system. It is also helpful in writing down a PLM when the ecology of the system is complicated [27]. In general, it is easier to consider the events that define a system, write down an IBM and then derive the corresponding PLM. Often these derived equations may differ from the naively postulated equations in a simple population-level approach [28–31]. This also has the advantage that the explicit microscopic basis for the PLM is known and so more than just a phenomenological analysis is carried out.

Unfortunately, this procedure is often reversed: a well-studied PLM is discretised, interpreted as an IBM and then simulated to investigate various stochastic effects. This is exactly the wrong way round: in general, there will be many IBMs (sometimes infinitely many) giving a particular PLM, and so the PLM should always be derived from the IBM [31,32]. The reason why many IBMs give the same PLM is that IBMs define a stochastic process and PLMs are equations for the averages of this process; however, many stochastic processes have the same averages.

**Applications of IBMs described by master equations**

The modelling approach we have described has been applied to several problems over the past few years, and there is a clear trend towards the increasing use of this methodology. For example, in the case of the neutral model discussed in Box 2, the quantity that has been studied most intensively is the species abundance distribution. This is a plot of the number of species with 1, 2, \( \ldots \), \( N \) individuals in a given local community. It can be calculated exactly in the classic model starting from the master equation [33], and fits well with empirical data [34–38]. Rather than discuss more specific examples, we review three broad aspects.
Box 2. Examples of ecological IBM

An advantage of IBMs is that specifying them is simple and they are straightforward to motivate biologically, with additional features being easily incorporated. Here, we give several examples, three of which are illustrated in Figure I.

Neutral models
The ‘classic’ neutral theory, introduced by Hubbell [81], consists of a local community with birth–death processes of the Moran type [82] and immigration from a metacommunity, which acts as a well-mixed source pool of potential immigrants [83,84]. Given that all individuals are assumed to have the same birth and death rates, we may fix our attention on one species, A, and denote all other species as B. Then the transitions are as given in Table I.

Here, the rates do not include the combinatoric factor that gives the probability of choosing individuals of the desired species to interact. The quantity \( m \) is the probability that the replacement of an individual is the result of an immigration event, rather than by a birth–death event. The probability of a particular immigrant being chosen is given by the relative abundance of that particular species in the metacommunity, which can also be described as an IBM with birth–death and speciation [83]. This model is only implicitly spatial, but it can be extended in many ways; for example, by making it explicitly spatial [84], incorporating a chain of islands [85] or a network structure [86].

Metapopulation models
Metapopulations are sets of fragmented local populations connected by migration [87]. At the simplest level of description, the patches can be thought of as being either occupied or unoccupied [2,16]. If \( A \) labels the occupied patches and \( E \) the unoccupied ones, then the possible events are as detailed in Table II.

This leads to a simple one-dimensional master equation, where the state variable is the number of occupied patches. The same transition scheme applies to many models, such as logistic growth and the SIS model [17]. Again, this simple model has been elaborated on; for instance, by making the number of colonisable patches into a dynamic variable [2,88].

Spatial predator–prey model
An example of a reaction–diffusion equation showing Turing patterns can be found in the description of plankton–herbivore dynamics given by Levin and Segal [89]. An IBM that gives this model in the deterministic limit is given in [5]; within a patch, there are five processes between the plankton, \( P \), and the herbivores, \( H \) (Table III).

The model can simply be taken to describe the dynamics on a large well-mixed patch, but it can be made spatial by allowing both the \( P \) and \( H \) to jump between patches on a regular lattice. The introduction of spatial variation introduces no new points of principle in the modelling procedure, although the analysis typically becomes more complex [34,90].

<table>
<thead>
<tr>
<th>Event</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth–death</td>
<td>( A + B \xrightarrow{\tau_m} A + A ),</td>
</tr>
<tr>
<td></td>
<td>( A + B \xrightarrow{\tau_m} B + B ).</td>
</tr>
<tr>
<td>Immigration</td>
<td>( A \xrightarrow{m} B, B \xrightarrow{m} A ).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colonisation</td>
<td>( A + E \xrightarrow{\tau} A + A ).</td>
</tr>
<tr>
<td>Extinction</td>
<td>( A \xrightarrow{e} E ).</td>
</tr>
<tr>
<td>Migration</td>
<td>( E \xrightarrow{m} A ).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear growth</td>
<td>( P \xrightarrow{b} P + P ).</td>
</tr>
<tr>
<td>Allee effect</td>
<td>( P \xrightarrow{e} P + P + P ).</td>
</tr>
<tr>
<td>Predation 1</td>
<td>( P \xrightarrow{h} H ).</td>
</tr>
<tr>
<td>Predation 2</td>
<td>( P \xrightarrow{h} H + H ).</td>
</tr>
<tr>
<td>Competition</td>
<td>( H \xrightarrow{d} H ).</td>
</tr>
</tbody>
</table>

Figure I. Three examples of ecological individual-based models (IBMs). (a) A simple metapopulation model. (b) A neutral island chain [85]. (c) The Levin–Segal model [5,89], which describes the explicitly spatial plankton–herbivore dynamics.
The transition rates $T(n+1)/n$ and $T(n-1)/n$ define the model. From these, the probability of finding $n$ individuals in the system at time $t$, $P(n,t)$, can be calculated from Equation I:

$$\frac{dP(n,t)}{dt} = T(n+1)P(n+1,t) + T(n-1)P(n-1,t) - [T(n-1) + T(n+1)]P(n,t).$$

This is the equation that governs the dynamics of the system. It is the equation for a Markov chain in continuous time, and is called the master equation by physical scientists. Although we have only discussed the case of a single species, all the formalism naturally generalises. We can replace $n$ by $n$ everywhere in the master equation where $n$ is a vector with components that can represent any set of species in a large collection of spatial patches and having any number of other attributes.

The master equation contains far more information than the usual differential equations written down phenomenologically in terms of the population density. The latter can be found by simply taking the average of $\frac{d^n}{dt^n}$ all the detail of the stochastic fluctuations is lost. Doing this for the metapopulation model described in Box 2 gives the well-known logistic equation [40].

In the deterministic description, the probability distribution, $P(n,t)$, is a spike at $n = \langle n \rangle$. The simplest approximation beyond this is to replace the spike with a Gaussian. The system would now be stochastic, being described by a probability distribution function, although of the simplest kind. The width of the Gaussian would be expected to scale as $\frac{1}{\sqrt{n}}$ which means effectively writing $\frac{n}{\langle n \rangle} = x + \frac{1}{\sqrt{n}}$, where $x = \frac{n}{\langle n \rangle}$ and $\xi$ is a stochastic variable. This is the content of the van Kampen system-size expansion. It turns out to be an excellent approximation (far better than might naïvely be expected) away from boundaries. Furthermore, given that Gaussian probability distributions are derived from linear stochastic differential equations, the whole theory is linear and so can be treated exactly, even though the underlying stochastic processes may be highly nonlinear.

For most interesting applications, more than one degree of freedom is needed, but the whole theory generalises in this case to a set of stochastic differential equations for $\xi_j$: (Equation II)

$$\frac{d\xi_j}{dt} = \sum_i a_{ij}\xi_j(t) + \eta_j(t).$$

where $\eta_j(t)$ is a Gaussian white noise with zero mean, which is the only remnant of the demographic stochasticity of the system. It has a correlation function given by a matrix $\varphi$. So the whole theory is given by two matrices $a_{ij}$ and $\varphi$, which can be systematically calculated from the transition rates that define the model. Figure I illustrates this theory using the metapopulation model described in Box 2.

**Figure I.** Emergence of macroscopic behaviour. The number of occupied patches for the metapopulation model for (a) $N = 100$, and (d) $N = 1500$ carrying capacity. The broken red lines show the deterministic result and the blue lines are from stochastic simulations. (b) and (d) show the evolution of the probability density for $N = 100$ and $N = 1500$, respectively. The peak of the distributions move with the deterministic result and the width is given by the solution of the stochastic differential equation (Equation II). As the system gets larger, the amplitude of the fluctuations decreases as $N^{-1}$. In the limit $N \rightarrow \infty$, the probability density becomes a spike.

**Quasi-cycles**

A common feature of some IBMs (with two or more degrees of freedom) is the ability of the demographic stochasticity to excite macroscopic-scale coherent oscillations, known as quasi-cycles [1,39]. An example of these is shown in Figure 1. A prerequisite for quasi-cycles to occur in a given IBM is that there is a stable fixed point in the corresponding PLM that is approached in an oscillatory manner. Expressed mathematically, this means that the stability matrix at this fixed point must have at least one pair of complex eigenvalues. However, although the oscillations in the deterministic system are damped and so die away, in the full (stochastic) system the demographic stochasticity acts as a forcing term and sustains the oscillations.

From a mathematical point of view, this effect is described by Equation II of Box 3. A physical analogy is a pendulum that is lightly damped, so eventually any oscillations will die away. However, if it is randomly bombarded
by weak white noise, these oscillations will be sustained. In addition, the amplitude of these oscillations will be much bigger than might naively be expected, because in among all the frequencies contained in the white noise will be one that corresponds to the natural frequency of the pendulum. This resonance effect has been called ‘stochastic amplification’. Quasi-cycles differ from limit cycles in that they are a stochastic phenomenon and provide a simple robust mechanism that generates cyclic behaviour without the need for additional complexities, as are often assumed, to generate cyclic behaviour in deterministic PLMs [40].

Figure 1 shows two realisations of a stochastic model and it is clearly seen that, after some time, these go out of phase, unlike true limit cycles. One of the most powerful tools for analysing such oscillations is the power spectrum [10,41]. This shows how the different frequencies that make up the time-series are distributed. Quasi-cycles are characterised by a strongly peaked power spectrum, which has a finite width. The width is important as it shows how coherent the cycles are: the smaller the width, the longer cycles remain in phase. The definition and meaning of the power spectrum are discussed in Box 4.

An analytic approach using the master equation is particularly useful for the characterisation of these cycles. From the stochastic differential equations derived using the system-size expansion, one can easily derive an analytic expression for the power spectrum, again described in more mathematical detail in Box 4. This allows the easy investigation of this phenomenon throughout a wide parameter range as well as a vital check against the results of simulations. Other related questions that have been addressed are: what is the connection of quasi-cycles with limit cycles, which are the conventional way of describing oscillations in nonlinear dynamical systems [3,42]? and are there characteristic signatures of the two types of oscillation that can be used to tell them apart in ecological time series [43]?

**Spatial patterns**

In 1952, Turing predicted that systems that consisted of agents of at least two different species that reacted together and spatially diffused could, under certain circumstances, give rise to patterns, now known as Turing patterns [44]. Field observations are now providing evidence that Turing patterns are found in ecosystems [45,46]. This would be expected on purely theoretical grounds, given that spatial ecosystem dynamics is frequently described by reaction–diffusion equations [47]. However, just as demographic stochasticity leads to stochastic oscillations where a deterministic analysis finds only static behaviour, it also leads to

### Box 4. The power spectrum

The stochastic cycles found in the IBM models discussed in this review do not have a single period, but a distribution of periods centred about an average value. This, together with the fluctuations in the amplitude of the cycles, means that when the time series from a large number of realisations, $\xi(t)$, are averaged over, they average out to zero. Yet, a single realisation corresponds to what will be seen in an experiment, and so some averaging mechanism is needed that will not wipe out the cycles. The simplest way to achieve this is to take the Fourier transform of the time series [41] (Equation 1):

$$\tilde{\xi}(\omega) = \int_{-\infty}^{\infty} \xi(t) e^{-i\omega t} dt$$

The frequencies centered around that corresponding to the average period will have the largest magnitude, and so taking the modulus squared of the Fourier transform and then averaging: $\langle |\tilde{\xi}(\omega)|^2 \rangle$, should give a smooth function spread about the characteristic frequency of the system. This is the power spectrum of the fluctuations. The spread of the power spectrum will show how coherent the fluctuations are. If they were deterministic and sinusoidal, the power spectrum would be a spike.

Although some ecologists were well aware of the existence of sustained oscillations, the effect has not been studied within a well-defined mathematical scheme; neither were the power spectra analysed carefully to learn more about the nature of the fluctuations. A range of phenomena have been revealed through more detailed recent studies. First, the height of the peaks of the power spectra (reflecting the amplitude of the oscillations) are much larger than might be expected owing to a resonance effect: all frequencies are present in the white noise $\eta(t)$ and this resonates with the characteristic frequency of the system. Second, this characteristic frequency is not the same as the frequency of the decay of perturbations to the deterministic system [1]. The latter is given by $|\lambda_j|$, where $\lambda$ is a complex eigenvalue of the Jacobian of fluctuations about the stationary state. Instead, the peak of the power spectrum is approximately at $\sqrt{(\text{Im} \lambda)^2 - (\text{Re} \lambda)^2}$, and the precise value also depends on the $\beta_i$. Third, it was not clear how the stochastic cycles related to conventional (deterministic) limit cycles, but this has now been understood [42]. Finally, the mathematical systematisation has led to the effect being found in other areas; for example, stochastic Turing patterns [5,51].
stochastic Turing patterns in spatial systems, where reaction–diffusion equations would indicate that none should exist. This has been shown in a variety of systems [5,48–50]; moreover, the range of parameters for which stochastic Turing patterns exist is usually much larger than for conventional Turing patterns, which have restrictions such as the diffusion constants of the two species being at least an order of magnitude different to each other. An example of this phenomenon is shown in Figure 2.

The mechanism that gives rise to stochastic Turing patterns is essentially the same as that which gives rise to the stochastic oscillations discussed earlier. Now the model is spatial, and so the noise is a function of time and space, or of frequency, ω, and wavenumber k, in the Fourier representation. The noise is still white, so all frequencies and wavenumbers are excited. We can now repeat the argument given above for the origin of stochastic oscillations, replacing ω with k. If there is a peak in the power spectrum at a non-zero k, say k_max, then there is a natural wavenumber of the system that has been excited by the noise and is now sustained rather than decaying. In the conventional Turing description, this decaying mode would signify that the homogeneous state was stable to perturbations at k = k_max. The noise produces sustained oscillations (in space), which gives rise to spatial patterns with a characteristic wavenumber k_max. It is probable that at least some of the Turing patterns observed in nature are of this type [5,34,51].

Recurrent epidemics
IBMs have a long history in epidemiological modelling, beginning with Bartlett’s pioneering work [52]. Many epidemic models are most intuitively formulated on the individual level and master equation methods have been a popular tool to investigate static properties [53,54]. The dynamics of childhood diseases, such as measles, whooping cough and rubella [55–57], provide particularly interesting case studies because they are subject to both external forcing [58], owing to the aggregation of children in schools, and demographic stochasticity. The resulting range of dynamics observed in both time-series case report data and simple models is rich and understanding the mechanistic basis for it is still an active research topic [59].

There are several potential mechanisms that could give rise to the observed dynamics. One of the most fascinating questions is whether these mechanisms are deterministic in origin, for example where noise causes the system to switch between deterministic states, which could be understood using just a deterministic model [60]. This is in contrast to the situation where noise plays an active role that cannot be explained with a deterministic model [61–63]. As typical of the whole field, older studies have tended to use an ad hoc collection of methods to try and ‘disentangle’ stochastic and deterministic elements [9], with a reliance on simulations, leading to much debate and confusion over the supposed role of stochasticity [62]. Newer studies using an IBM approach have started to provide a more systematic account of these models and their dynamics, where the macroscopic dynamics, including deterministic elements, is instead viewed as emergent from the microscopic dynamics.

In a previous subsection, we discussed the phenomenon of quasi-cycles about a deterministic fixed point. In models of recurrent epidemics, there is a strong forcing on the system, which in turn leads to a limit cycle in the deterministic dynamics, possibly with multiple stable attractors [60,63]. The previous analysis can be carried over, allowing one to derive the power spectrum of the forced model [3,42], which again affords a view of the stochastic dynamics ideally suited for understanding the underlying processes. In these models, the noise excites the transient dynamics about the limit cycle, so the resulting macroscopic time series are a superposition of these and the deterministic limit cycle. The relative proportions of the two periodicities reflected in the power spectrum then depend on the stability of the limit cycle and the size of the system. Such an analysis can encompass and explain the differing periodicities of whooping cough and measles before and after mass vaccination [3,60,64,65].
Concluding remarks

Our aim in this article was to highlight the trend towards models in ecology being individual based. There are several advantages in using stochastic models of this kind: they are easier to construct than are PLMs; they are more intuitive; and they predict phenomena that deterministic models miss. The importance of stochastic effects has long been known, going back to the earliest Monte Carlo simulations of epidemic spreading and fade-out [52], but computational investigations have outpaced the theoretical understanding of such models. Approaches based on the master equation are starting to remedy this and we have given here an overview of the philosophy and methodology of these. We expect that future research will continue to develop techniques based on this starting point. Several other areas are already using these techniques successfully; for instance, coevolutionary dynamics [66–68], cellular biology and genomics [69–71]. The construction of biological models is now driving the use of new techniques, such as incorporating non-Markov processes into the formalism [64,72] and parameter estimation, which follows elegantly on from the master equation and Gaussian approximation [73].

We expect that the future trend will be towards whole classes of models that interoperate between these different traditions of model building. Thus, agent-based models would be simplified by construction of a chain of related models that would terminate with a relatively simple IBM, which in turn could be studied analytically and its deterministic limit compared with the differential equations that are generally postulated phenomenologically. The range of models continues to grow and diversify. Some are now becoming significantly more complicated and are beginning to bridge the gap with agent-based models [74–77]. This would pave the way to a more unified and coherent approach to model building in ecology, leading to greater predictive power.
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